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SYNCHROTRON EXPERIMENTS &

= Synchrotron light sources help scientific
experiments of many fields
— Studying internal morphology of
materials/samples with very high spatial and
temporal resolutions

» Real-time analysis of synchrotron experiments
— Change data acquisition for dynamic systems
— Adjust experimental parameters on the fly
— Detect errors early in experiments
— Enables smart and efficient experimentation

» High performance network and compute resources
are necessary
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TOMOGRAPHIC DATA ACQUISITION AND
ITERATIVE RECONSTRUCTION

Projection: pe(s)

fxy ~
0 W\/
S
[
> Forward
o Compare
k= model
) _J
’o/“
Inverse
model
v
Rotation stage X-ray source

To(s) = To(s) exp [po(s)]
wio) = [ [P emiiceora oA sy

Iterative Datan§caplisitideconstruction




HIGH-PERFORMANCE TOMOGRAPHIC IMAGE
RECONSTRUCTION
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SYSTEM OVERVIEW
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A REAL-TIME TOMOGRAPHIC RECONSTRUCTION
WORKFLOW (DATA ACQUISITION)
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A REAL-TIME TOMOGRAPHIC RECONSTRUCTION
WORKFLOW (DISTRIBUTOR)
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A REAL-TIME TOMOGRAPHIC RECONSTRUCTION
WORKFLOW (TRACE

* Length (w), iteration (i), func. trigger freq (s).
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A REAL-TIME TOMOGRAPHIC RECONSTRUCTION
WORKFLOW (TOMOGAN: DENOISER)
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A REAL-TIME TOMOGRAPHIC RECONSTRUCTION
WORKFLOW (VISUAL OUTPUTS)
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DEMO SETUP
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* 100GigE network enables simulation of 10 beamlines each with 10GigE detector
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