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Background: e-Science and scientific workflow

E-Science applications are characterized by
- Massive data (acquiring and storing)
- Intensive computing (Simulation, visualization and data processing)

- Large scale collaboration (among processes, resources and domain
scientists)

A workflow management system
- Automates the execution of experiment processes
Controls the flow (data and control ) between processes
Allows scientists focus on experiments at different levels of abstractions
Hides the low level technical details from scientists

Has been recognized as a core e-Science service.
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Concrete service descriptions: select instances of
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Network services constraints
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Network services: select and reserve network
connections that meet the workflow requirements
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Introduction: Network Service Interface (NSI)
Problem description

System design and prototype

Performance characterstics

Summary
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Background

e Service interface for intra/inter domain reserving/ provisioning/
managing circuit network

e NSI working group in OGF, 2008
e The first NSI standard was released in 2011
e Version 1, and 2

Basic idea

e Connections services for interfacing different types
provisioning tools,

e Define standardized information model for network
topologies, namely Network Modeling Language
(NML), based on the semantic web technologies

e Provide agent based architecture for
» Exchanging information of domain topologies, [; -
- Handling the network service selection, reservation and o

provision requests

- Managing the state of a connection, such as
reserve/scheduled/provision/cancelled/terminated

NSA
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Provides a web service based interface for clients or
other NSAs to select and reserve network resources

Network Service Termination Points (STP) indicate
the resources which can be reserved by NSAs in a path.

Cross domain reservations
e a client only needs to know the start and end STP

e Instead of knowing all the NSAs in a path,
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For large distributed e-Infrastructure and data intensive applications:

* What are the suitable composition, scheduling and execution model if network
service interface are included in the workflow?

* How plan resource (including NSI) for abstract workflow?

Data intensive
applications

Workflow planner

Bk NSI
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~ Requirement study e

We analyzed the requirements at each phase of the
workflow lifecycle

e using the Open Distributed Processing (ODP) method

e Basically from its enterprise, information, computing,
engineering, and technology viewpoints

Some highlighted requirements (deliverable t3 to
Dutch Surfnet)

e The explicit description of NSA location and
capabilities.

* Reservation status of specific devices.

e The explicit description of the NSA reservation policies.

e Support for dynamic change of the reservations.

e Combining with network monitoring information.
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System prototype using the current NSI

In the context of NEtwork aware Workflow QoS
Planner (NEWQoSPlanner)

 Information model mapping (Include NSI information
model)

e Resource selection
» Resource reservation (Using the NSI)
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Stack of the resource descriptions
e Abstract workflow description ——wimmmimanss < oimel s “onoiny
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e Data content :
e Services (CDL)
e Infrastructure GNDL) TN i

rules

e Network / NSI (NDL/NML) o o T =
Assumptions:
e Those descriptions are provided by different parties

e The files are not always well mapped and linked,
preprocessing of the information is required

Extend the NEWQoSPlanner
e NSI information model and the service description
e Resource selection and the NSI control

Abstract
workflow
schema

CineGrid
resources
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_ Resource selection and reservation

Resource selection
e Parsing the abstract workflow, get constraint lists
e [.oad resources and solve constraints

 Select optimal resources from available candidates

« For single process: search optimal (S, path(S, D), D) from
{Source} {Destinations}

 For multi processes
P1(du, d12), P2(d12, d22)
P1(du, di12), P2(d21, d22), -> P3(d12, d21)
Optimize paths in workflows
Get {S}, {Path(S, D)}, {D}
Reservation

e Searching STP that link to the hosts for P, D
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IAbstract workflow editor

\g 0 newaqasplanner-sc12.appspot.com/main/

Vil 4 C'H@' Ssk.com

Abstract workflow editor
) New | ) Lo Templae I S Templae I:,\um Dowrbad IQ Play Iu Help |
<] Graph ‘ew Il OWL ‘ew I
Q0S5 AWF =
|71 QoSAWF2_Thing w Dot properfe c ot Paque ct
= 1 Constraint_Thing Wame reques |
“Aad_Condition BareAddres: m
2
- Or_Condition
~ Scope
= Infrastructure_Thing
“Host w Dat properte ot Flagbaok Dot
~ Infrastructure Name plagback
“Interface Baresddrers [N ks clence arani-d
~Path g o
~ Service
=% Planning_Thing Or_Condition
‘Request o | w Lot properie c otor_Condidon w [ot properde s otCr_CondHon
=1 Response Name prece Narne [ereer
- Candidate BareAddress |hlp g latsclence aani~d BareAddrers Ihlb Wt lasclence apani~d
- Content 4 -
~ Property contain J€ondition
- Proposal Snd_Condition
ProvisioningPlan w Cah properte c ot And_condidon
=13 QoS_Thing Name [prearet |
= Quality_mribu!e BareAddress Ihlh Srlaiclence aanisd w [oh properie cothiedia
= Precision B a’ —= 1“; | medla
N n_tocaten [
Codec Quality: o o _resweet  [ESE
CompressionRz , N I -
51 Resolution BaseAddress Ihlb Nz lafsclence aani~d
S " -
ResolutionX, ! utiony
Resolution Y’ w Dot properte o of Pe colufon ¥
=1 Reliability e resy
ErrorRate har_\alue_Rarge_fdar
Security_Level .
el |

w ot propertecofAnd_Condlfon
Mame e

BareAddress Fw Sz kasclence apani~d

w Dot propertfecof Famerate
Nane e work
har vl _Rarge _Ilar

har_alue_Rarge _1n




& @ newqgosplanner-sc12.appspot.com/rest/execute/monitorf 2f9feeas-7cdb-4aff-t

_ (- o newqosplanner-sc12.appspot.com,"rest,"e:-f:eu:utejmonitor,."2f9ff-635-?n:db-4[
i~ Discovered candidates ‘m

T TRUMBNET  UESCHRTon AUhor — FlESizE - Logecs -~ Resoumon | [ )
- A recording of "Era la Log Console Collapse
Nottg" atthe Holland  CineGrid = 2147453647  dxt 4096x2160 151335mz (+1)3.20:51 AM NSA Reservation |B
Festival Source BTP: 'uvawf.ets:forcell hl' e
& recording of "Era la 151334ms (+1) 3:29:51 AM NSA Reservation
Motte" at the Holland ~ Cinegrid 2147483647 dxt 4096x2160 Bource NS& Prowider: uvalight
Festival 151333 ms (+0) 3:20:51 AM NSA Reservation
A recording of "Era la Source N3&: 'http://h0.wf.v1and00.uval ight . net: 9050/ NS3 I/ =arvices
- Motte" at the Holland  CineGrid = 2147483647 dxt 4096x2160 /ConnectionService!
Festival 151333ms (+1) 3:29:51 AM NSA Reservation

Source bandwidth: 10

Destination 3TP: 'uvawf.ets:forcelld hS'

151332ms (+0) 3:28:51 AM NSA Reservafion

Type Host

De=tination N3& Provider: uval ight

151332ms (+0) 3:29:51 AM NSA Reservafion

v

AEAR2 D o L AN 220 E4 S04 Ao

Destination  hitp: icgdey.uvalight nlfariefowliuvalight-sc1 2 owl#Booth_mac

http: icgdeyv.uvalight nlfariefowliuyvalight-

L I™ Pause Clear | y

Source

sc12.0wlRhl wi viand00 uvalight.net

Available Paths

Name Bandwidth QualtyRank  Capabili
10 1 Capability l Reserve l

Reserve

Path details

No. Host

3 http: licgdeyv.uvalight .nlfariefowliuvalight-sc1 2 .owl#Booth_mac Stop Time

5 http: icgdey.uvalight .nlfariefowliuvalight- |2UU
sc12.0wl¥ndl Force10.uvalight.nl
1 hitp: ffegdev.uvalight .nliariefowliuvalight-

sc12.owl¥ndl Force10.uvalight.nl
l Reserve




Time in seconds

Domains in request




T (o

Time cost for single process workflow
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Summary

In this paper, we presented our ongoing work on
network control for supporting data intensive
applications.

We argued that the NEWQoSPlanner provides agents
for searching suitable network resources and is
towards the direction of network quality adaptive
planner workflow processes, and it can only be
effective for data intensive applications when the
actual provisioning and control of the service quality
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be included.
1 the standardized network control interface,

ications are able to include the network QoS

control in the composition and execution.
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Future directions

First, the monitoring and logging of the network
events to allow the infrastructure provider to study the
network dynamics in the context of applications for
optimizing the services delivery.

Second, the workflow execution time will be included
in the reservation to make the advanced reservation
more flexible.

Third, interoperability between NSI and other
programmable network infrastructure, such as
OpenFlow.
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Live demo is in the Dutch booth 2333 @ SCi12
Portal interface
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