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Four LHC Experiments: The
Petabyte to Exabyte Challenge

: ATLAS. CMS, ALICE, LHCB
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Lambdas as part of instruments GigaPort

www.lofar.org

1 - 45 Tbit/s,

http://www.lofar.org/p/systems.htm S U R F,: n et
http://web.haystack.mit.edu/lofar/technical .html e

[
I


http://www.lofar.org/p/systems.htm




Showed you:

Computational Grids
— HEP and LOFAR analysis requires massive CPU capacity
Data Grid
— Storing and moving HEP, Bio and Health data sets is major challenge
Instrumentation Grids
— Several massive data sources are coming online
Visualization Grids
— Data object (TByte sized) inspection, anywhere, anytime



v o w e

A. Lightweight users, browsing, mailing, home use

Need full Internet routing, one to many

B. Business applications, multicast, streaming, VPN’s, mostly LAN

Need VPN services and full Internet routing, several to several + uplink

C. Special scientific applications, computing, data grids, virtual-presence

Need very fat pipes, limited multiple Virtual Organizations, few to few

2B =40 Gb/s

A =20 Gb/s

S

ADSL
—

2C>>100 Gb/s—*

C

—
GigE

BW requirements




AMS-IX

4341130 Id0l / 001044

20 G E

Bits per Second

18: 00 00 0o 0&: 00

E Incoming Traffic in Bits per Second
Bl cutgoing Traffic in Bits per Second

Maximal In: 27.782 ¢ Maximal Qut:
Average In: 21.302 G Average Out:
current In: 27.233 ¢ Current out:

27.784 G
21,306 G
27.233 G

European championship football Holland -- Czech Republic




So what?

Costs of optical equipment 10% of switching 10 % of full routing equipment for same

throughput
— 10G routerblade -> 100-300 k$, 10G switch port -> 10-20 k$, MEMS port -> 0.7 k$
— DWDM lasers for long reach expensive, 10-50k$ (???)

Bottom line: look for a hybrid architecture which serves all classes in a cost effective
way (A->L3,B->L2,C->L1)

Give each packet in the network the service it needs, but no more

L2 - 10-20 k$/port L3 - 100-300 k$/port

L1 - 0.7 k$/port




How low can you go?
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Optical Exchange as Black Box

Optical Exchange
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GLIF: Global Lambda Integrated
Facility

= Established at the 3™ Lambda Grid Workshop,
August 2003 1n Reykjavik, Iceland

= Collaborative 1nitiative among worldwide NRENSs,
institutions and their users

= A world-scale Lambda-based Laboratory for
application and middleware development

- To build a new grid-computing paradigm, in
which the central architectural element 1s
optical networks, not computers, to support
this decade’s most demanding e-science
applications.

Coordinated by UvA, SURFnet and UIC
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Visualization courtesy of

Bob Patterson, NCSA.




SURFnet

tibers
(pict outdated anytime ;-)

+
StarLight

NY

SURFnet6 entirely based
on own dark fiber

Over 5300 km fiber pairs
available today; average

price paid for 15 year IRUs:

< 6 EUR/meter per pair
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NetherLight

Routed Internet

LightHouse

UvA
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Topology UvA research network
October 2004, Freek Dijkstra, UvA

Latest version: hitpJ/iwww.scienca.uva.nliresearchiairnatwork/
Details of EVL & StarLight, see: http//www.evl_uic.eduleric/pde/
Details of NetherLight, see: hitp://www.netheright.net!
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Transport in the corners

BW*RTT

Needs more App & Middleware interaction Full optical future

For what current Internet was designed

# FLOWS
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