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Globally Distributed Secure Data
Exchange Fabrics

Cees de Laat

Systems and Networking Laboratory
University of Amsterdam

Contributions from:
Leon Gommans, Paola Grosso, Wouter Los, Yuri Demchenko, Lydia Meijer, Tom
van Engers, Sander Klous, Rodney Wilson, Marc Lyonais, Inder Monga, Reggie
Cushing, Ameneh Deljoo, Sara Shakeri, Lu Zhang, Joseph Hill, Lukasz Makowski,
Ralph Koning, Gleb Polevoy, Tim van Zalingen, and many others! mS )K S \\ -


https://ivi.fnwi.uva.nl/sne/

Mission

* The Systems and Networking Lab conducts research on
leading-edge computer systems of all scales, ranging from
global-scale systems and networks to embedded devices.

= Across these multiple scales our particular interest is on extra-
functional properties of systems, such as performance,
programmability, productivity, security, trust, sustainability and,
last but not least, the societal impact of emerging systems-
related technologies.

S\-



UNIVERSITY OF AMSTERDAM
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Broad spectrum of research

= Advanced networks / Internet architecture

= Network programmabillity / Overlays / Virtualisation

= Authorisation of Internet resources

= Quality of service for apps on Clouds

= Systems: Embedded / real time / parallel / design

= Performance & Compilers & ExaScale

» Safe Secure Data Sharing / Processing

= Data Sovereignty & Normative Agents & Trust = AmDEX

= Well funded accross the themes = ~ 10 Meuro in last
3 years, mostly from NWO / EU and smaller portion
from SURF and Industry

Informatics Institute
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UNIVERSITY OF AMSTERDAM SE
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= Group leaders: prof.dr.ir. C. de Laat, dr. Paola Grosso, dr. Andy Totals
Pimentel staffing
= 1 full prof (CdL) in the
SNE

= 4 associate professors (PG, AV, AP, CG)
2+3 assistant professors (AB, ZZ, 3 open positions)
3 part time professors (PA, PK, TvE) i
3 endowed professors (RvN, SK, LG)

1 senior researcher (YD)

Lab

~ 23 phd students, ~ 6 postdoc’s

2 tech support/scientific programmers

~18 guests

= Total about 65 people ~ 40 fte
» Yearly turnover ~ 3 MEuro research + similar education

Informatics Institute



UNIVERSITY OF AMSTERDAM SE
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Research based Education

= The SNE laboratory is closely working together with the SNE Master
(www.os3.nl), Software Engineering Master (SE) and the Computer Science
Master (CS) programs to disseminate knowledge through education.

= Both SNE and SE masters score in the top nationwide

= SNE master Excellent in accreditation and :
<f TOPRATED }:
2\ PROGRAMME J -

Informatics Institute



i From Wikipedia: The Roaring Twenties refers to the decade of the 1920s in Western society
P l_{ E AT . . . . . . .

ROARING . ~ and Western culture. It was a period of economic prosperity with a distinctive cultural edge
TW E NT uI E S in the United States and Western Europe, particularly in major cities such as Berlin,

u Chicago, London, Los Angeles, New York City, Paris, and Sydney. In France, the decade
was known as the "années folles" ('crazy years'), emphasizing the era's social, artistic and
cultural dynamism. Jazz blossomed, the flapper redefined the modern look for British and
American women, and Art Deco peaked....

This period saw the large-scale development and use of automobiles, telephones, movies,
radio, and electrical appliances being installed in the lives of thousands of Westerners.
Aviation soon became a business. Nations saw rapid industrial and economic growth,
accelerated consumer demand, and introduced significantly new changes in lifestyle and
culture. The media focused on celebrities, especially sports heroes and movie stars, as cities
rooted for their home teams and filled the new palatial cinemas and gigantic sports
stadiums. In most major democratic states, women won the right to vote. The right to vote

made a huge impact on society. S \ —
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In most
applications,

utilization of
Big Data

often needs to
be combined
with
Scalable
Computing.

COMPUTING AT
“‘BIG” DATA

| DIVERSE SCALES ]

Enables dynamic data-driven applications

Computer -Aided Drug Discovery = Smart Cities Disaster Resilience and Response

‘@\.@a

Smart Manufacturmg Personalized Precision Medicine Smart Grid and Energy Management

= > 7 SAN DIEGO
SDS SUPERCOMPUTER CENTER

ilkay ALTINTAS, Ph.D. UC San Diego




wOrDS Workflows for Data Science
Center of Excellence at SDSC

Real-Time Hazards Management Data-Parallel Bioinformatics
wifire.ucsd.edi” bioKepler.org

-

Focus on the

question,
not the

technology!

Find, access and analyze data

» Support exploratory design ‘ = |
 Scale computational analysis

* Fuel reuse and reproducibility

« Save time, energy and money bioKepler

- Formalize and standardize = Kepler——

Goal: Methodology and tool « Train the next generation
development to bui%yautomated (
and operational workflow-driven w ®
solution architectures on big data
and HPC platforms.

P | Scalable Automated Molecular Dynamics and Drug Discovery .
SDSC SUPERCOMPUTER CENTER nbcr.ucsd.edu an D lego

Center




Fire Modeling Workflows in WIFIRE

Real-time sensors

Landscape data

Monitoring &
fire mapping

Weather forecast

SDSC zﬁ'f‘»fc:e'([cﬁ'ﬂrum CENTER = » ‘ : UC San Di(‘gO



Developed, Open Space

Developed, Low Intrsity

One Piece of the Puzzle:
Vegetation Classification
using Satellite Imagery

Barren Land (Rock/Sand/Clay)

Mired Forest

‘Shrub/Scrub

Grassland/Herbaceous

Sedge/Herbaceous

Woody Wetlands

Data Conditioning &
Augmentation

Data Acquisition Data Preprocessing Hand Labeling
Planet Labs
RapidEye Satellite Preprocessed Data Hand Labeled Data Augmented Data
Image
USGS Landcover
Label image

Modeling Output

Storage:

Google Drive, S3, Rook, Github Repo

Compute:

Kubernetes

SDSC e wm likay ALTINTAS, Ph.D. UCSan Diego




Scientific Machine Learning & Artificial Intelligence

Trend: Human-Al

Massive data: sensors, simulations, networks | collaborations will
* Predictive models and adaptive algorithms transform the way
||+ Heterogeneous high-performance computing science is done

‘é Scientific progress will be driven by

BASIC RESEARCH NEEDS FOR

Scientific Machine Learning

Core Technologies for Artificial Intelligence

EﬁPAEWREEFY Office of ~ DOE Applied Mathematics Research Program
Science  Gcientific Machine Learning Workshop (January 2018)

Prepared for U.S.
Department of Energy
Advanced Scientific

Workshop report:
https://www .osti.gov/biblio/1478744

U.S. DEPARTMENT OF

ENERGY




Example 1: Optimizing Network Traffic with Machine Learning

Exascale and increasingly complex sci-
ence applications are exponentially rais-
ing demands from underlying DOE net-
works, such as traffic management, op-
eration scale, and reliability constraints.
Networks are the backbone to complex
science workflows, ensuring data are de-
livered securely and on time for impor-
tant computations to happen. To opti-
mize these distributed workflows, net-
works are required to understand end-to-
end performance needs in advance and be
faster, efficient, and more proactive, an-
ticipating bottlenecks before they happen.
However, to manage multiple network
paths intelligently, various tasks, such as
pre-computation and prediction, must be
done in near real time. ML provides a col-
lection of algorithms that can add auton-
omy and assist in decision making to sup-

Alarms and
updates

f Collection of Machine Learning Methods \

..

Translation [to network
commands

Control plane

Data plane with
unknown underlay



Change 1in computing

e Early days a few big Supercomputers
— Mostly science domain
* Via grid to commercial cloud

— AWS, Azure, Google Cloud, IBM, Salesforce
— The big five: Apple, Alphabet, Microsoft, Facebook and Amazon
— Computing has transformed into an utility

e Data => Information is the key




Main problem statement

There 1s lots of data out there that 1s not shared (99%)
FAIR 1s typically not fair ;-), but limited by policy and/or law
— the A in FAIR 1s about access, trust is hard to implement across domains

Organizations that normally compete have to bring data together to
achieve a common goal/benefit!

The shared data may be used for that goal but not for any other!
Expected use 1s fine but unexpected use/mission creep...
Data processed by alien algorithms 1n foreign data centers... Hmmm...

— How to organize data processing alliances?

— How to enforce policy using modern Cyber Infrastructure?

— How to translate law policy from strategic via tactical to operational level?

— What are the different fundamental data infrastructure models to consider? SE



’0// fb%ne for all ! ’
/&\

All for one and one for all

* All for one
— Many infrastructures centered around compute and
workflows
* One for all

— Now we need to get a fluid data layer that frees data
to be shared and used by (unforeseen) applications

B ¢ Efforts as FAIR and ScienceDMZ / DTN fabrics

pave the way to solve the data problem that 1s
also encountered by industry.



Now, how do we get and use data?

20 1 9 This Is What Happens In An
Internet Minute

facebook

Move towards streaming
o gle  1miion 18.1mitlion  YOULTLD * Netflix

Logging In  Texts Sent 4.5 Million

ETFLI 3'82/1315‘;" Videos Viewed = ° youtUbe
NETFLIX ~  oueres : e Same in science world

p
694,444 390,030

el Apps Downloaded « SKA /LOFAR
- . © -
$996,956 347,222 ! i nght Source
Spent Online Scrolling Instagram ° .
y 6 O ' * Environmental (Marine, Meteorology,...)

2.1 Million 87,500

o PeopeTueetng Data is not always huge
41,6 Million . * Sometimes it is very complex

e SW’P“E 5 * Some example:
i Miilon toaition * biodiversity

Gifs Served Emails Sent

Created SECON DS

180 1 Million
| GIPHY Smart Speakers 4 7 Views v
: Music
Shipped 4 NN
Streaming

amazon ec/ g
gy Subscriptions sza Created By:

Jd




The GLIF - LightPaths around the World
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GLIF Map 2011: Global Lambda Integrated Facility  Visualization by Robert Patterson, NCSA, University of lllinois at Url)ana—éhampa\'gn Data Compilation by Maxine D. Brown, University of lllinois at Chicago  Texture Retouch by Jeff Carpenter, NCSA  Earth Texture, visibleearth.nasa.gov. =~ www.glif.|



Amsterdam is a major hub in The GLIF

F Dijkstra, J van der Ham, P Grosso, C de Laat, “A path finding implementation for multi-layer
networks”, Future Generation Computer Systems 25 (2), 142-146.

- s @::’” ‘ T >
e IceLink 10Gb ‘#‘E NORDUnet n*10Gb  Heisinki g S
A% Stockholm

IceLink 2.5Gb NORDUnet-
GLORIAD10Gb

SURFnet-IEEAF- 3¢~ NORDUnet 50Gb

GLORIAD 90Gb 77, Copenhagen

Amsterda > / NorthernLight
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Science DMZ — HPC Center DTN Cluster

Border Router Firewall
WAN Routed!
perfS®NAR
Core
perfS®NAR

Switch/Router

Front end
switch

perfS@®@NAR

Data Transfer
Nodes

High Latency WAN Path
Supercomputer

Parallel Filesystem

@ ESnet

10 — ESnet Science Engagement (engage@es.net) - 8/30/18 Courtesy Eli Dal't, Esnet



Science DMZs for Science Applications

e R

e =
Experiment
Data Archivei>3

High-performance feature-rich
science network ecosystem

Parallel
Filesystem Jj

. University

Computin
HPC Facilities B 9

36 8/30/18 Courtesy Eli Dart, ESnet



Data Ecosystem — Concentric View

SDSC gﬁ’;s[l)zlggﬁpursk CENTER m %

6 8/30/18 Courtesy Eli Dart, ESnet




Superfacility Model for Productive, Reproducible Science

12

Computing and

Data Facilities

Interconnected facilities where
data is acquired, stored,

Experimental analyzed and served Expertise "
Facilities : ERA

\Applied Math
- 3
VIS
Jupyter @

User Community

@ ESnet

Extreme App Store for Science; Amazonizing infrastructure



AF/KLM .. ermge . :
Ambltlon to put capabilities into fieldlab

Big Data sharing
Data Fast Data Replication
100 Gb/s Transfer

Node SAGE2

\Field Lab J

A DELTA

cliena.
2 h_Ligh Tohtpath SanrEsNeTh

_wﬂghtpath
-n"nl””l” ( Gouogle )

SAGE2
Server “-‘

Schiphol Group

GENI Testbed

10 Gb/s Private & Secure
Collaboration
e SARNET : gk A
Capable - odoe
private and secure AF/S ]
cbe Cyber- Internet slices KL.IVI
ATL defense

Re-enforcing ICT preconditions:
Each envisaged site has similar elements

S \ — AIRFRANCE # KLV




AF/KLM

RPN Ambition to put capabilities into fieldlab

\Field Lab J

Big Data sharing
Data Fast Data Replication
100 Gb/s | Transfer

Node SAGE2

=6 7 TP o s a
T T
INTERNET®

SAGE2
Sewer'{lll‘l

Private & Secure
Collaboration

Digital Ai plication & Service
AMS : Tr T T T T T R Rl Ains deployed in ocae
e A% A ivate and secure AFJS =
CD - —————)] ; Internet slices KL Vi

Ncing ICT preconditions:
isaged site has similar elements "

AIRFRANCE # KLV



AF/KLM o
Fie{dl_ab Ambition to p

Private & Secure
Collaboration

plication & Service

Ncing ICT preconditions:
isaged site has similar elements
AIRFRANCE # KLW




Pacific Research Platform testbed involvement

Research goal:
Explore value of
academic

network research
capabilities that
enable innovative
ways & models to
share big data assets

PACIFIC RESEARCH

PLATFORM

S\= System and Network Engineering Note: this diagram represents a subset of sites and connections.

Berkeley

NASA Ames/
NREN

Qu

PRP Partners include:
Univ. of Hawaii System
Montana State Univ.
Northwestern Univ.
NCAR
MREN
StarLight
uiCc
Chameleon
UvA
AARNet
KISTI/KREONet
Univ. of Tokyo
NCSA
Clemson Univ.

Polo Alto O\

uw/
PNWGP
Seattle

Pacific Research Platform
Pacific Wave CalREN HPR

CENIC
Internet2 P Participants
Sedile CC-NIE awardee

O nONCC-NIE awardee

+
0000
—

KLM
M__L/ght/ .
\@ARA

uO

San Jose

Sol da

Internet2

San Luis
Obispo

ExoGENI
m Testbed
i Los
\Ngttos San Diego @
v1.16 - 20151019
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The Big Data Challenge

Doing Science

Knowledge
to act

Data
a.o. from ESFRI’s

ICT to enable Science

Analytics
Decision
Support

Docker, VM,
RDF, rSpec, SNMP



The Big Data Challenge

Doing Science ICT to enable Science

Scientists live here!

Interdisciplinary Science App Store DSC
Analytics library / Github / etc ) eScience
‘ AGIC DATA CARPE
curation - description - trust - security - policy — integrity RDM/
DANS
Data Docker, VM, CT/
a.o. from ESFRI’s XML, RDF, rSpec, SNMP SURF




SARNET: Security Autonomous Response
with programmable NETworks

Marc Lyonnais, Leon Gommans, Rodney Wilson, Lydia Meijer, Frank Fransen Tom van Engers, Paola Grosso,
Gauravdeep Shami, Cees de Laat,Ameneh Deljoo, Ralph Koning, Ben de Graaff, Gleb Polevoy, Stojan Travanovski.

e
clena o IETNO n

Big Data: real time ICT for logistics
Data Logistics 4 Logistics Data (dl41d)

Lydia Meijer (PI), Cees de Laat (Co-PI), Leon Gommans, Tom van Engers, Paola Grosso, Kees Nieuwenhuis.

ORACLE ciena

EPI: Enabllng Personalized Interventions

Cees de Laat(PI), Sander Klous (PL), Leon Gommans, Tom van Engers, Paola Grosso, Henri Bal, Anwar Osseyran, Aki
Harma, Douwe Biesma, Peter Grﬁnwald, Floortje Scheepers, Gertjan Kaspers.

r
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e AR AMSTERDA
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SARNET: Security Autonomous Response
with programmable NETworks

Marc Lyonnais, Leon Gommans, Rodney Wilson, Lydia Meijer, Frank Fransen Tom van Engers, Paola Grosso,
Gauravdeep Shami, Cees de Laat,Ameneh Deljoo, Ralph Koning, Ben de Graaff, Gleb Polevoy, Stojan Travanovski.

clena o S TNO CONNIT/

Big Data° real time ICT for loglstlcs
Data Logistics 4 Logistics Data (dl4ld)

Lydia Meijer (PI), Cees de Laat (Co-PI), Leon Gommans, Tom van Engers, Paola Grosso, Kees Nieuwenhuis.

ORACLE ciena
[ EENTOALES

EPI: Enabllng Personalized Interventions

Cees de Laat(PI), Sander Klous (PL), Leon Gommans, Tom van Engers, Paola Grosso, Henri Bal, Anwar Osseyran, Aki
Harma, Douwe Biesma, Peter Grijnwald, Floortje Scheepers, Gertjan Kaspers.

’ IM
VUNIVERSITY ’ cutting through complexity ™ ‘
MD (VU medisch centrum

AMSTERDAI




Cyber security program
SARNET

Research goal is to obtain the
knowledge to create ICT systems that:

— model their state (situation)

— discover by observations and reasoning if and how an
attack is developing and calculate the associated risks

— have the knowledge to calculate the effect of counter
measures on states and their risks

— choose and execute one.

In short, we research the concept of networked
computer infrastructures exhibiting SAR: Security

Autonomous Response. S\ -



SARNET Publications (subset)

Control loop

IEEE NetSoft paper [5]
efficiency of SDN mitigations [8]

SC15 demo/poster <delaat.net/sc16>
Austin (TX)
Sec-Virtnet paper [3]

Computational Trust Model (SCTM) [7

Laboratory: ExoGeni & PRP
Fieldlab with KLM & CIENA

OSA-Optical Forum Conference paper [1]

Learn ", Detect

Respond Analyze

L

Decide

SC16 demo/poster <delaat.net/sc16>
Salt Lake City (UT)

CoreFlow: Enriching Bro security events [9]

SC16 INDIS workshop paper [2]
TNC short paper [4]

SC16 demo/poster <delaat.net/sc16>
Salt Lake City (UT)
IEEE Sec-Virtnet 2016 paper [3]
Removing Undesirable Flows [6]

1. Paper: R.Koning, A. Deljoo, S. Trajanovski, B. de Graaff, P. Grosso, L. Gommans, T. van Engers, F. Fransen, R. Meijer, R. Wilson, and C. de Laat, "Enabling E-Science Applications with Dynamic Optical Networks: Secure Autonomous Response Networks *, 0SA Optical Fiber Communication

Conference and Exposition, 19-23 March 2017, Los Angeles, California.

2. Paper: Ralph Koning, Nick Buraglio, Cees de Laat, Paola Grosso, "CoreFlow: Enriching Bro security events using network traffic monitoring data.", Special section on high-p e

<accepted for publication>

3. Paper: Ralph Koning, Ben de Graaff, Cees de Laat, Robert Meijer, Paola Grosso, "Analysis of Software Defined N
International Conference on Network Softwarization (NetSoft 2016), Seoul Korea, June 10,2016.

. Short paper: Nick Buraglio, Ralph Koning, Cees de Laat, Paola Grosso, "Enriching network and security events for event detection”, Conference proceedings TNC2017, fittps:

. Paper: Ralph Koning, Ben de Graaff, Robert Meijer, Cees de Laat, Paola Grosso, "Measuring the effectiveness of SDN mitigations against cyber attacks", IEEE Conference on Network Softwarization (Netsoft 2017 - SNS 2017), Bologna, Italy, July 3-7,2017.

. Paper: Gleb Polevoy, Stojan Trajanovski, Paola Grosso and Cees de Laat, "Removing Undesirable Flows by Edge Deletion.", COCOA'2018 conference, December 15 - 17, 2018, Atlanta, Georgia, USA, Springer-Verlag.

. Paper: Ameneh Deljoo, Tom van Engers, Leon Gommans, Cees de Laat, "Social Computational Trust Model (SCTM): A Framework to Facilitate Selection of Partners”. In: Proceedings of 2018 IEEE/ACM Innovating the Network for Data-Intensive Science (INDIS), Dallas, TX, USA, 2018

. Paper: R.Koning, B. de Graaff, G. Polevoy, R. Meijer, C. de Laat, P. Grosso, "Measuring the efficiency of SDN mitigations against attacks on computer infrastructures", Future Generation CamputerSyslems 91, 144 156.

. Ralph Koning, Nick Buraglio, Cees de Laat, Paola Grosso, "CoreFlow: Enriching Bro security events using network traffic monitoring data.", Special section on high-perf e dd

[ER- NS

ik | data-intensive science, SC16", Future Generation Computer Systems,

king defenses against Distributed Denial of Service attacks", The IEEE International Workshop on Security in Virtualized Networks (Sec-VirtNet 2016) at the 2nd IEEE

tnc]7.geantorg/cor

0

1 science, SC16", Future Generation Computer Systems


https://tnc17.geant.org/core/presentation/30

SARNET:: Security Autonomous Response
with programmable NETworks

Marc Lyonnais, Leon Gommans, Rodney Wilson, Lydia Meijer, Frank Fransen Tom van Engers, Paola Grosso,
Gauravdeep Shami, Cees de Laat,Ameneh Deljoo, Ralph Koning, Ben de Graaff, Gleb Polevoy, Stojan Travanovski.

G
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Big Data: real time ICT for logistics
Data Logistics 4 Logistics Data (dl41d)

Lydia Meijer (PI), Cees de Laat (Co-PI), Leon Gommans, Tom van Engers, Paola Grosso, Kees Nieuwenhuis.

A ORACLE Mlcicna

EPI: Enabling Personalized Interventions

Cees de Laat(PI), Sander Klous (PL), Leon Gommans, Tom van Engers, Paola Grosso, Henri Bal, Anwar Osseyran, Aki
Harma, Douwe Biesma, Peter Griinwald, Floortje Scheepers, Gertjan Kaspers.
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Q .E Subscribe | Signin | Register

Data value creation
Harvard Tanaging Our Hub

Business | L monopolies

Review

The IT Transformation Health Care
Needs

>

Create an equal
playing field

HARVARD

5%9BUSINESS

~ PUBLISHING

I. The Problem 9

The global economy is coalescing around a few digital

superpowers. We see unmistakable evidence that a winner-take-

all world is emerging in which a small number of “hub firms”—

including Alibaba, Alphabet/Google, Amazon, Apple, Baidu,

Facebook, Microsoft, and Tencent—occupy central positions. S d M k t

While creating real value for users, these companies are also Oun ar e

capturing a disproportionate and expanding share of the value, . °

and that’s shaping our collective economic future. The very same prln lpl

technologies that promised to democratize business are now C e S

threatening to make it more monopolistic. https://hbr.org/2017/ 09/ managing-our-hub-economy




Data Sharing: Main problem statement

e Organizations that normally compete have to bring
data together to achieve a common goal!

* The shared data may be used for that goal but not
for any other!

e Data or Algorithms may have to be processed in
foreign data centers.

— How to organize alliances?

— How to translate from strategic via tactical to operational level?

— How to enforce policy using modern Cyber Infrastructure?

— What are the different fundamental data infrastructure models to consider?



Big Data Sharing use cases placed in airline context

Aircraft Component Health
Monitoring (Big) Data
NWO CIMPLO project

Global Scale

T T ——

)

National Scale Cargo Logistics Data

(C1) DaL4LoD
(C2) Secure scalable
policy-enforced
distributed data
Processing

(using blockchain)

) 2

City /
regional Scale

) 2

. . Cybersecurity Big Data
Campus / NLIP iShare project NWO COMMIT/

Enterprise Scale Fadan SARNET project
X AT 3.5 FTE
VA
N

iISHARE

E S\= System and Network Engineering AIR FRANCEFKLM
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Secure Digital Market Place Research

Law & Regulations

on =

S ———
Secure Digital Marketplace

> Registry
Market rules
Dispute

Member admission Resolution

Deployment
Models

Agreement

]y

\
1

I Parameterization &
: authorizations

Marketplace
infrastructure

Algorithm supplier(s)

|

|

|

1 Deployment
I Specification
|

|

|

Future Internet Research Testbeds Customer(s)

|

|

\ A ting &

\ ccounting
N o o Auditing
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= Competing organisations, share data for common benefit

= Trust, Risk, data ownership & control
» Industry: AF-KLM, Health, etc

= Science: European Open Science Cloud

= Society: Amsterdam Economic Board
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SARNET:: Security Autonomous Response
with programmable NETworks

Marc Lyonnais, Leon Gommans, Rodney Wilson, Lydia Meijer, Frank Fransen Tom van Engers, Paola Grosso,
Gauravdeep Shami, Cees de Laat,Ameneh Deljoo, Ralph Koning, Ben de Graaff, Gleb Polevoy, Stojan Travanovski.
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Big Data: real time ICT for logistics
Data Logistics 4 Logistics Data (dl4ld)

Lydia Meijer (PI), Cees de Laat (Co-PI), Leon Gommans, Tom van Engers, Paola Grosso, Kees Nieuwenhuis.
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EPI: Enabllng Personalized Interventions

Cees de Laat(PI), Sander Klous (PL), Leon Gommans, Tom van Engers, Paola Grosso, Henri Bal, Anwar Osseyran, Aki
Harma, Douwe Biesma, Peter Grunwald Floortje Scheepers, Gertjan Kaspers.

Q B iu%E e - W




Health Use Case The overall aim of this project is to
Enabling Personal Interventions explore the use and effectiveness of

data driven development of scientific

RQ4: Adaptive Health Diagnostics

Medical Health product . . .
Use Cases manufacturers algorithms, supporting personalized

self- and joint management during

medical interventions / treatments.
RQ1,2
Data Science Self Management &

o il EREEE =0 The key objective is to use data science
Algorithm

S rt idi
Development A:'\’;:; S promoting health practically with data

RQ3: Diagnostics, from various sources to formulate

Data & Prognostics.
Algorithm

lifestyle advice, prevention,
Distribution

diagnostics, and treatment tailored to

Regulatory
Constraints &
Data Governance

RQ 6: the individual and to provide
Data Infrastructure . . .
personalized effective real-time

feedback via a concept referred in this

https://delaat.net/epi proposal as a digital health twin.



Research questions

RQ1: Dynamically Analyzing Interventions based on Small Groups: how can we determine, based on as little data as
possible, whether an intervention does or does not work for a small group or even an individual patient?

RQ2: Dynamically Personalizing the Group: how can we identify effective intervention strategies and optimize
personalization strategies applicable for different patient and lifestyle profiles via dynamic (on-line) clustering of
patients? Can those clusters be adapted as new data about patients and results of interventions come in and as other
data may be removed or modified?

RQ3: Data and Algorithm Distribution: what are the consequences of a distributed, multi-platform, multi-domain,
multi-data-source big data infrastructure on the machine learning algorithms and what are potential consequences on
performance?

RQ4: Adaptive health diagnosis leading to optimized intervention: how can we enhance self- / joint management by
dynamically integrating updated models generated from machine learning from various data sources in state of the
art health support systems that based on personal health records, knowledge of health modes and effective
interventions?

RQS5: Regulatory constraints and data governance: how can we create scalable solutions that meet legal requirements
and consent or medical necessity-based access to data for allowed data processing and preventing breaches of these
rules by embedded compliance, providing evidence trails and transparency, thus building trust in a sensitive big data
sharing infrastructure?

RQ6: Infrastructure: how can the various requirements from the use-cases be implemented using a single functional
ICT-infrastructure architecture?



Container-based remote data processing

Universirerrvan Avsteroan £ ukasz Makowski, Daniel Romao, Cees de Laat, Paola Grosso
‘ I I I O System and Networking Research Group, University of Amsterdam
Problem Description

« Scientific datasets are usually made
publicly available )
....but data cannot always leave the oY
organization premises

+ On-site data processing can be challenging
because of incompatibility of systems or

lack of manpower
« Can a container-based system perform
remote on-site data processing efficiently?

+ What are the networking issues to solve?

Sending docker

+ Networked containers
[ ) [ ) + VXLAN overlay
C Ontalners Wlth Containers that perform data retrieval
and computation
Containers built on-demand

On-site data processing
’ 3 ) Distributed data source
S e a I C Multiple sites with datasets
SN opentab
The Game

o
a O[ lt IIIS tO Our SC16 demo is a gamification of the remote
dataset processing architecture. il e e B

How many different animal species can you find?
You have a fixed budget and each function and

d t b 11 processing will cost you money!
a a ase S a In our game you will:
« Select a correlate function to combine the results of

the different sites.
« Pick different search functions, represented as

tools, to find animals in the remote datasets.
Build containers with the search and correlate
functions.
[ ] « Execute the containers on the sites of your choice.
Will you have the best score?

http://sc.delaat.net/sc16/index.html#5

t fo
More information: . /gigaport3




SC17 Posters and prootf of concepts & demo’s

http://sc.delaat.net/sc17

DEMONSTRATION: LIGHT PATHS AND DATA Data Transfer Node (DTN) Workflows
TRANSFER NODES FOR AIRCRAFT MAINTENANCE Joseph Hill, Gerben van Malenstein, Cees de Laat, Paola Grosso, Leon Gommans

Air Feance-KLM uses 100 GBR/S link. connected to Nethoright, 1o reseorch an aircraft mainkenance industry use Gase: Why Data Transfer Nodes (DTNs)
Via this open exchange, Data Transfor Nodes (OTN) of Av France-KLM in the Netherlands and ICAIR - present in Chicago
a1 SLarLiGht - ConNACE 10 64 OLhar g Gt BN Over thes ks I Ths CaMORSIIALION, usars ak SC7 n Darvar wil

- A Digitel Twin estimates fime before maintenance is nesded xperince tho @Hference  fletransarrates with and without s OTH:

after data is received from a corresponding aircraft system

+ DTNs can act as an interface to a high performance link
+ Configured to maximize performance for a given workflow

Algorithm quality increases when data, owned by different
airline operators, can be shared during its development

lifie: " o
USE CASE: AIRCRAFT MAINTENANCE Simplifies configuration of client systems

g | « Multiple clients may share a DTN
o [—— - Sharing data assets carries risk (e.g. non-compliancy)
+ DTNs strategically placed to best benefit clients
Research Question: "Con Digital Marketplace concept
on Digital Markefplos epls + DTNs can be compared to specialized high speed transport
organize trust amongst ifs stakeholders to enable common
systems of the past
benefits no single organization can achieve, whilst observing
economic principles?”. INTERNET VS LIGHT PATH
Example: Entry Point for High Speed Transport
LVE DEMONSTRATION A typical use case for DTNs is as a high speed file transfer service. A computer system's
configuration may allow for the utilization of all available bandwidth in a LAN environment,
A Digital Marketplace is a membersh However, it is often the case that in a WAN environment with high latency or packet loss the

same system performs poorly. A DTN could be tuned to maximize performance on a high
latency path. It could also use specialized transfer protocols to mitigate high packet loss. The
DTN may also have access to an optimized path such as a light path. Files destined for a distant

identified by o common goal: Share data fo enable
development of a Maintenance Credit System.

AIR FRANCE-KLM CONNECTED TO NETHERLIGHT

I

= = - receiver would be first sent to a DTN located on the same LAN as the sender. That DTN would
bership i lized to create, — then forward it at high speed to a DTN near the receiver. That DTN would then forward it to the
implement and enforce membership rules =3 = final destination.
Market members create digital — = = DATA TRANSFER NODES RESEARCH IN OTHER INDUSTRIES
Agreements are translated into different software S e e t—
defined infrastructures using infrastructure patterns
offered by o Digital Marketplace Ecosystem.
Example: Storage Access Point
I Another possible use case for DTNs Is to be used to access distributed data from remote
locations. In this scenario a system located at a compute facility requests the data from the local
ooyt hometvid balleed o s 1 DTN as it is required. That DTN would then transparently retrieve the data from multiple remote
sites as needed. In contrast to the first example here block level access is provided by the
DTNSs. To the system performing the computations the nearby DTN appears to be the actual and
only storage system. This hides both the remote and distributed nature of the data. While the
compute side DTN may perform some caching, there need not be permanent storage of data at
the compute facility.
3
a» o o o < e o
i 3
03 0
o 4 -
Public cloud model Container model Turntable model
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Leon Gommans, Amensh Deljoo, Jo

Hill, Gerben von Malenstein, Tom von Engers, Caes de Loot, Robert Mesjer, Poola Grosso, Axel Berg
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Dataharbours: computing archetypes for
digital marketplaces

Reginald Cushing, Lu Zhang, Paola Grosso, Tim van Zalingen, Joseph Hill, Leon Gommans, Cees de Laat,

Vijaay Doraiswamy, Purvish Purohit, Kaladhar Voruganti, Craig Waldrop, Rodney Wilson, Marc Lyonnais

|

- Al/ML algorithm based Decision Support Systems create business
value by supporting realtime complex decision taking such as
rcraft maintenance.

The problem -

How can competing parties share compute and data?
The architecture of a digital marketplace is an active

o N Py predicting the need for

research field and has many components to it. Here

|
i
' - Algorithm quality increases with the availability of aircraft data. we investigate a federated computing platform which Compute nestucire )
1 T is molded into different archetypes based on trust \
| § - Multiple airlines operate the same type of aircraft. elationshibsibetveenlonyaniztuons
i
1N <
1= i b - Research Question: “How can Al/ML algorithm developers be

sy enabled to access additional data from multiple airlines2”

- Approach: Applying Digital Data Marketplace concepts to
facilitate trusted big data sharing for a particular purpose. The components

Consortium: is an initial document which brings together organizations that wish to collaborate. It defines static

information such as keys to identify parties. o & Inet

Infrastructure: A single domain organization infrastructure that securely workfows planner
hosts data, compute containers and, optionally, compute infrastructure. We dub
.- f racts
A Digital Data is @ membersh izati this infrastructure a data harbour. A harbour implements a set of protocols cont

i P ! that allows it to interact with other harbours.
supporting a common goal: e.g. enable data sharing fo o

. e rule auditing

increase value and competitiveness of Al/ML algorithms. = Contracts: Are a set of rules that are shared amongst participating harbours
&= which describe how objects (data, compute) can be traded between harbours infrastructure
and who can process data. In its simplest form is a 7-tuple which binds a user,
data object, compute container, contract, consortium, harbour, and expiry date. | LemPUS AfESICHire

spec complaint service

soypne

ization is institutis d to create,
implement and enforce membership rules organizing trust.

Market members arrange digital agreements to exchange == An application: Is a distributed pipeline which can make use of several P
data For o marticalar ormage unir svodic condiions s — contracts. The combination of application and contract defines the archetype
P PUTP P D e £ of the computation i.e. how data and compute are moved to effect computation. | | oganizations || trust standards

Agreements subsequently drive data science transactions Auditor: A trusted entity that collects audit trails for use in litigation of
creating processing infrastructures using infrastructure patterns policy violations.
offered by a Data Exchange as Exchange Patterns.

In action

& Onabrburs: Compuiog rchetypes for il Harkeooces & [ ciona [l A erance

Federated computing on 3 distributed ,
data harbours. Here we illustrate  wo 0
one archetype where KLM and

Airfrance do not trust each other

Tt Modaing: and employ a trusted 3rd party to

send the data and compute for

processing.

For the scenario to succeed the
different harbours need to effect
several transactions which are
Mararpoc Refersnce Archtecrs governed by contractual rules.

‘The transaction protocol involves firsts

T identifying both parties are who they
say they are through pub/privkey ~ ~——
Data Exchange Model Research Infrastructure Research Elements challenges and secondly, that at least ‘

a contract rule is matched to allow

the transaction. Important steps of the transactions are audit logged i.e. signed and published to and audit log collector.

ey gy o ocdpy ey o
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A secure network overlay for tracking and [\
enforcement of data transaction rules.

Ralph Koning, Reginald Cushing Lu Zhang, Cees de Laat, Paola Grosso, University of Amsterdam
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Data er dos

o s are determined based on
geographical reg

n or organization.
DN service records are used to find the
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support for user specific

appre a recipients domain with

ontries.

on domains the DTN provide an AP that
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ed for high speed data transfers.

Data Transfor Nodk
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The transfer is carried out in three

Stage 3: User Dx

Download

Notifications signal the transition
between stages

FileSender need not be run on the
same system as the DTN Agent
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A secure network overlay for tracking and
enforcement of data transaction rules.

Motivatiol
~Multi-domain distributed applications
need to share data and compute under

By o =] different policies.
N\ 0—\
\d & & Challenges
~=_ “Map data sharing policies to

_NEE 8 infrastructure.
(= 2 S - Build an infrastructure that facilitates

these applications.

- Control sharing of data and compute.
Audit activity of the network
Minimize risk of policy/security

" breaches

Northwestern

=%
Northwestern

2STIC testbed




A secure network overlay for
monitoring and enforcement of
multi-domain applications.




Conclusions, Info, Acknowledgements, Q& A

e Data hindered by risk of unexpected use, lack of trust

» Using market principles, enforcement and determining incentives and
value 1n the data life cycle to make data flow
e More information:

— http://delaat.net/d141d http://dsélaat.net/epi
— https://www .esciencecenter.nl/project/secconnet

— https://towardsamdex.org
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